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A DETAILS OF WORD BOUNDARY DETECTION

We obtain the duration of each spoken word by performing an audio-text alignment process with Massive Multilingual
Speech (MMS) [3] model and Dynamic Time Warping (DTW) [2]. Specifically, we used the MMS-1B-all checkpoint for
MMS model. The process begins with segmenting the audio based on the start and end timings provided in the subtitle
file. To account for potential inaccuracies (that might be caused by human or the time alignment from auto-transcription
systems) in the start and end timings, we add temporal padding (1 second) before and after each segment. Because
the MMS model supports multiple languages, selecting the target language (by exchanging the language adapter layer
weights) in the model enables applications to different languages. From the segmented audio, logits are extracted
using the MMS model’s Connectionist Temporal Classification (CTC) head. These logits are then converted into log
probabilities using a softmax function. Next, using the text corpus from the subtitle file, we obtain tokens using the
MMS model’s text tokenizer. To align the audio and text tokens, we perform DTW by constructing a trellis matrix that
computes alignment costs between the time frames and tokens, followed by backtracking to find the optimal alignment
path. On top of this timing information of characters, we find where each word starts and ends in seconds.

B DETAILS OF SYNTAX REFLECTION ANALYSIS

In Section 5.2 of the main paper, we evaluated syntax reflection by analyzing the hierarchy steps in the syntax tree [1]
for chunk-to-chunk and word-to-word word pairs. A hierarchy step refers to the number of steps required to traverse
the syntax tree to find a common ancestor between two neighboring words. For example, consider a subtitle case
represented as {[A, B], [C, D, E, F], [G, H, I]}, where each letter denotes a word, and square brackets indicate
chunks. In this case, there are three chunks. Chunk-to-chunk refers to the pairs of words at the boundaries of adjacent
chunks, such as (B, C) and (F, G). Word-to-word refers to pairs of adjacent words within the same chunk, such as
(A, B), (C, D), (D, E), (E, F), (G, H), and (H, I). For each pair, we calculated the hierarchy step in the syntax tree and
averaged these values.
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